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ABSTRACT

Quantitative real-time PCR has revolutionized many
aspects of genetic research, biomedical diagnostics
and pathogen detection. Nevertheless, the full poten-
tial of this technology has yet to be realized, primarily
due to the limitations of the threshold-based meth-
odologies that are currently used for quantitative
analysis. Prone to errors caused by variations in reac-
tion preparation and amplification conditions, these
approaches necessitate construction of standard
curves for each target sequence, significantly limiting
the development of high-throughput applications that
demand substantive levels of reliability and automa-
tion. In this study,analternative approach based upon
fitting of fluorescence data to a four-parametric sig-
moid function is shown to dramatically increase both
the utility and reliability of quantitative real-time PCR.
By mathematically modeling individual amplification
reactions, quantification can be achieved without the
use of standard curves and without prior knowledge
of amplification efficiency. Combined with provision
of quantitative scale via optical calibration, sigmoidal
curve-fitting could confer the capability for fully auto-
mated quantification of nucleic acids with unparal-
leled accuracy and reliability.

INTRODUCTION

First introduced commercially in 1996, fluorescence-based
detection of amplicon DNA allowed the kinetics of PCR amp-
lification to be monitored in real time, providing the ability to
quantify nucleic acids with extraordinary ease and accuracy
(1–3). With a large dynamic range (7–8 magnitudes) and a
high degree of sensitivity (1–5 molecules), quantitative real-
time PCR has greatly impacted many aspects of genetic
research, in addition to facilitating the development of new
applications in biomedical diagnostics for pathogen detec-
tion, viral load, and minimal residual disease, and for gene
expression analysis in relation to disease, pathogenesis and
oncogenesis (4–9).

Despite the significance of this technology, its full potential
has yet to be realized, primarily due to limitations associated

with the threshold-based methodologies that currently pre-
dominate. Developed upon comparing amplification reactions
at a point in which they have identical amounts of amplicon
DNA, a theoretical ‘threshold’ cycle (Ct) is the primary quant-
itative output (10–12). Much of the technical limitation of the
threshold approach is associated with conversion of Ct values
into the number of target molecules that requires construction
of a standard curve for each target sequence (12–14). Although
standard curves can be effective, their construction requires
extensive effort and is prone to errors in DNA standard pre-
paration, which is further exacerbated by the difficulties of
assessing accuracy-of-scale (5,15,16).

An alternative approach was recently proposed by Liu and
Saint (17), in which a sigmoid function was shown to model
PCR amplification more effectively than the exponential
model upon which the threshold method is based. In the
study presented here, the remarkable implications and quant-
itative effectiveness of sigmoidal modeling were examined in
detail, which demonstrates that many of the limitations of the
threshold method can be circumvented, including abrogating
the need for standard curves. Most significant, however, is the
potential to develop automated high-throughput applications
for quantitative real-time PCR, with unprecedented capabilit-
ies for quality control over both PCR amplification and estab-
lishment of quantitative scale.

MATERIALS AND METHODS

Fluorescence datasets

All the fluorescence readings used in this study were obtained
from a previous study, in which five replicate standard curves
were constructed for each of two amplicons (K3/K2, 218 bp
and K1/K2, 102 bp), with the smaller amplicon nested within
the larger (18). In brief, PCR amplifications were conducted
using QuantiTectTM SYBR1 Green PCR Kit (Qiagen Inc.)
according to the manufacturer’s instructions, and an Opticon2
DNA Engine (MJ Research Inc.) with thermocycling initiated
by a 15 min incubation at 94�C, followed by 45 cycles (90�C
for 1 s; 62�C for 120 s) with a single fluorescent reading taken
at the end of each cycle.

Specificity of amplification and absence of primer dimers
was confirmed by melting curve analysis at the end of
each run. To maintain consistency with the previously
generated Ct data, fluorescence readings were exported after
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background subtraction via baseline averaging of the 5 cycles
immediately preceding the cycles in which fluorescence was
first detected, and data for each amplicon were exported to an
Excel workbook for analysis (provided as Supplementary
Datasets 1 and 2).

Curve-fitting

The nonlinear regression function of SigmaPlot (Version 8)
was used to fit fluorescence readings to Equation 1. Following
extensive analyses, it became evident that cycles within the
plateau phase diverged significantly from that of predicted by
sigmoidal modeling, an anomaly that impacted the effective-
ness of the curve-fitting process. It was thus necessary to
exclude plateau cycles, a process that was based upon selec-
tion of a cut-off cycle, beyond which cycles were excluded
from the regression analysis (Figure 1; Supplementary Data-
sets 1 and 2). The criterion used for the selection of the cut-off
cycle was developed upon subjecting each amplification curve
to repetitive regression analyses, in which the last cycle was
excluded and the regression analysis repeated. As best illus-
trated in the Excel workbooks provided as Supplementary
Datasets 1 and 2, this generated a series of r2, Fmax, C1/2

and k values, from which a F0 value was calculated for
each sequential data-subset using Equation 2. The impact of
this sequential exclusion of cycles was then evaluated, which
revealed a highly regular trend in which the calculated
F0 value reached a minimum, followed by a small but
progressive increase (Figure 2). Selection of the cut-off
cycle for all amplification curves was based upon the subset
that produced the minimum-calculated F0 value (for additional
details see Supplementary Datasets 1 and 2).

RESULTS

Sigmoidal curve-fitting (SCF)

As previously described by Liu and Saint (17), real-time
PCR can be effectively modeled using the four-parametric

sigmoid function:

FC =
Fmax

1 + e� C�C1=2=kð Þ + Fb, 1

where C is cycle number, FC is reaction fluorescence at
cycle C, Fmax is the maximal reaction fluorescence that defines
the cessation of amplification, C1/2 is the fractional cycle at
which reaction fluorescence reaches half of Fmax, k is the slope
of the curve and Fb is the background reaction fluorescence. The
central principle of the SCF method is the ability to describe
individual PCR amplifications solely in terms of these four
parameters, the values of which can be determined by fitting
experimentally derived fluorescence readings to Equation 1
(17,19,20). Curve-fitting algorithms use a reiterative process
that systematically changes the value of each variable such
that correlation with the experimental data is maximized, a
process that is repeated until a specified tolerance is satisfied.

The general efficacy of SCF for modeling of real-time PCR
amplification can be demonstrated by the correlation of experi-
mentally derived FC datasets to that predicted by Equation 1.
Indeed, extensive analyses confirmed that SCF is effective,
producing correlation coefficients (r2) that reach averages of
about 0.99998 for highly replicated amplifications (n = 20),
down to an average of about 0.99992 for individual amplifica-
tion reactions (Supplementary Datasets 1 and 2; see below).
An important exception, however, is evident in Figure 1, in
that the reaction fluorescence produced within the plateau
phase was found to diverge from that predicted by Equation 1.
Although this anomaly is much less prevalent under high
amplification efficiencies (data not shown), it was found
necessary to exclude plateau cycles from the curve-fitting
process through the selection of a cut-off cycle (Figure 1).
Nonetheless, extensive application of SCF demonstrated
a capacity to model real-time PCR with a truly remarkable
degree of precision.

Of all the challenges encountered during development of the
SCF method, developing a criterion for the selection of the cut-
off cycle was the most difficult. An effective solution was

Figure 1. An example of modeling PCR amplification with a four-parametric sigmoid function (Equation 1). Curve-fitting of experimentally derived fluorescence
dataset (Obsv’d FC; dots) to Equation 1 generates values for three parameters (Fmax, C1/2 and k), from which the target quantity (F0) can be calculated using Equation 2.
Effectiveness of this sigmoidal model is illustrated by the FC values generated by Equation 1 (Pred’d FC; open circles) that agree within–0.2% with the observed FC, if
cycles beyond the cut-off are excluded from the curve-fitting process (see Materials and Methods, and Supplementary Datasets 1 and 2 for additional details).

e178 Nucleic Acids Research, 2004, Vol. 32, No. 22 PAGE 2 OF 8



Figure 2. Selection of the cut-off cycle used for SCF quantification, based upon the minimum-calculated F0. As described in Materials and Methods (with further
details provided in Supplementary Datasets 1 and 2), each fluorescence dataset was subjected to repetitive curve-fitting during which the last cycle was sequentially
removed. Plotting the resulting calculated F0 values against cut-off cycle revealed a highly regular pattern, allowing SCF quantification to be based upon the cut-off
cycle that produced the minimum F0 value (arrow). The observed drift in calculated F0 was related to a persistent increase in reaction fluorescence during the plateau
phase of the amplification curve (see Figure 1 and text for additional details).
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based upon the empirical observation that as cycles from the
plateau were sequentially removed from the curve-fitting pro-
cess, the resulting changes in F0 value were found to be highly
reproducible (Figure 2). Selection of the cut-off cycle for each
target concentration was subsequently based upon that which
produced a minimum F0 value, as illustrated in Figure 2 (see
Materials and Methods, and Supplementary Datasets 1 and 2
for additional details).

Quantitative precision of SCF

Previous quantitative methods have been based upon the direct
relationship between the target quantity and the number of
cycles needed to produce quantifiable amounts of amplicon
DNA. An alternative approach is provided by a simple deriva-
tive of Equation 1, when C = 0:

F0 =
Fmax

1 + e C1=2=kð Þ , 2

where F0 is the target quantity expressed in fluorescence units
(FU). It is important to note that F0 is a bona fide quantitative
entity, although expressed in arbitrary units that are unique to
the instrumentation and the fluorescence chemistry employed
for amplicon detection (SYBR1 Green I in this study).

The SCF method presents two aspects of practical impor-
tance. First is the potential to conduct quantification without
the knowledge of amplification efficiency, and second, that
quantification and establishment of quantitative scale are
separable processes. Thus, if sufficient levels of quantitative
precision can be demonstrated, and if establishment of quant-
itative scale (i.e. fluorescence calibration) can be effectively
achieved, SCF could provide capabilities either difficult to
achieve or unattainable using a threshold approach.

A previous study in which the quantitative accuracy of the
Ct method was examined provided an ideal dataset for evalu-
ating the SCF method (18). Encompassing 10 standard curves
constructed from replicate amplifications (n = 4) of six target
concentrations, this earlier study generated a total of 120 amp-
lification reactions for each of the two amplicons (K1/K2 =
102 bp and K3/K2 = 218 bp). In addition to providing a large
number of amplification reactions from which fluorescence
datasets could be obtained, this provided the ability to directly
compare quantitative determinations generated by SCF and Ct

methodologies. Owing to the large size of the datasets and
extensive scope of the work, it is only possible to present

summaries of the analyses. The reader is, however, referred
to the Excel workbooks provided as supplementary data online
(Supplementary Datasets 1 and 2), which contain the fluores-
cence readings along with the calculations and data compila-
tions used to prepare the summaries presented in this report.

As a starting point for assessing quantitative precision, the
relative differences in F0 values derived from each of the six
target quantities were examined for each of the two amplicons
(Table 1). This indicated that a high level of precision can be
achieved with SCF quantification, as reflected by the low
variance from that of predicted (Table 1, –3.0% and –7.7%
for K3/K2 and K1/K2, respectively), and that these are very
similar to the variances produced by Ct-based quantification
(–4.8% and –10.0%, respectively, Supplementary Datasets 1
and 2).

The quantitative precision of SCF was further assessed by
examining the relationship of F0 to amplicon size, as based on
the linear relationship between SYBR1 Green I fluorescence
and DNA mass; i.e. for an identical target quantity, the res-
pective F0 values for each amplicon should differ in direct
relation to their size (218 bp versus 102 bp; ratio = 2.14).
Indeed, the average F0 values adjusted to the highest target
quantity differ from theoretical value by only 6.8%
(5.91 · 10�5 versus 2.95 · 10�5, Table 1; ratio = 2.00). In
addition to supporting the precision of SCF quantification, this
further confirms that the fluorescence characteristics of these
two amplicons are similar, as was previously concluded based
upon their respective DNA mass at threshold (Mt, see below)
that differ by 7.3% (18).

Establishment of quantitative scale via optical
calibration

Conversion of F0 to the number of target molecules would
appear to be straightforward, accomplished by first correlating
fluorescence to DNA mass such that:

M0 = CF · F0, 3

where CF is a calibration factor, expressed in this study as the
number of nanograms of double-stranded DNA per SYBR1

Green I fluorescence unit (ng/FU), such that M0 is the mass of
the target quantity in nanograms of the double-stranded DNA.
The M0 of the target quantity can in turn be related to the
number of target molecules, such that:

N0 = M0 · 9:1 · 1011
� �

=AS, 4

Table 1. Quantitative precision of SCF for two amplicons covering six magnitudes of target quantity

Predicted N0
a K3/K2 (218 bp) K1/K2 (102 bp)

F0
b Percentage of predictedc F0

b Percentage of predictedc

4.17 · 107 6.24 · 10�5 105.6 3.09 · 10�5 104.6
4.17 · 106 5.76 · 10�6 97.5 2.94 · 10�6 99.7
4.17 · 105 5.88 · 10�7 99.6 2.56 · 10�7 86.8
4.17 · 104 5.90 · 10�8 99.9 2.84 · 10�8 96.2
4.17 · 103 5.93 · 10�9 100.3 3.19 · 10�9 108.0
4.17 · 102 5.74 · 10�10 97.1 3.09 · 10�10 104.7
Averaged/–SD 5.91 · 10�5 –3.0 2.95 · 10�5 –7.7

aPredicted number of target molecules based upon dilution of a DNA standard quantified via A260.
bTarget quantity expressed in fluorescence units (Equation 2), derived from SCF of fluorescence readings averaged from replicate amplifications (n = 20).
cRelative to the average F0 adjusted for dilution.
dAverage F0 adjusted for dilution relative to N0 = 4.17 · 107.
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where N0 is the initial number of target molecules, AS is the
amplicon size in base pairs and 9.1 · 1011 is the number of
single base pair molecules per nanogram. Note that CF is the
sole determinant of error in quantitative scale, and that it
encompasses the optical characteristics of both the reaction
mixture and instrumentation, providing what could be termed
as ‘optical calibration’.

Amplification of a quantified DNA standard provides
a straightforward method for CF determination, based upon
rearrangement of Equation 3:

CFSCF =
MP

F0

, 5

where CFSCF is the SCF-based calibration factor, in which F0

is target quantity in FU (Table 1) and MP is the predicted mass
of the target in nanograms derived from the predicted number
of target molecules in the standard (Equation 4). Similarly, this
approach can be extended to Ct-based quantification:

CFCt
=

Mt

Ft

, 6

where CFCt
is the Ct-based calibration factor, Mt is amplicon

DNA mass at threshold and Ft is the fluorescence threshold, in
which Mt is derived from the number of amplicon molecules
at threshold (Nt), which in turn is derived from the intercept of
a Ct-based standard curve (18).

The relative accuracies of SCF- and Ct-based quantification
were assessed by comparing CFSCF and CFCt

generated for
each of the two amplicons (Table 2). This revealed that each
of the four quantitative scales agree within –5%, supporting the
effectiveness of these two diverse quantitative methods in
relation to a shared DNA standard. The effectiveness of a
common quantitative scale was further examined by converting
F0 and Ct values into the number of target molecules using the
average CF derived in Table 2. This demonstrated that the
combined variance in N0 determination for both amplicons
averaged –6.4% from that of predicted over the six magnitudes
of target quantity examined (Table 3).

Dynamics of amplification efficiency

A fundamental difference between exponential and sigmoidal
models relates to the amplification efficiency, such that
for threshold-based quantification, amplification efficiency
is presumed to be constant (14,18), whereas under SCF quanti-
fication, amplification efficiency is dynamic. This can be illu-
strated with an equation described by Liu and Saint (17):

EC =
1 + e� C�1�C1=2=kð Þ

1 + e� C�C1=2=kð Þ �1, 7

where EC is the amplification efficiency at cycle C. Under this
definition, amplification efficiency decreases continuously
throughout the amplification process, such that each cycle
has a unique amplification efficiency (cycle efficiency or
EC). Furthermore, amplification efficiency can be traced
back to the initiation of thermocycling, when C = 0:

E0 =
1 + e 1þC1=2=kð Þ

1 + e C1=2=kð Þ � 1, 8

where E0 is defined in this study as the ‘initial’ amplification
efficiency. Under this model, EC is equal to E0 at the initiation
of thermocycling but progressively decreases during thermo-
cycling which eventually leads to cessation of amplification as
EC approaches zero, marking entry into the plateau phase. Of
practical significance, determination of E0 allows monitoring
of amplification efficacy within individual reactions, from
which aberrant amplification reactions can be identified that
would otherwise remain undetected using a threshold
approach.

Table 2. Correlation of reaction fluorescence to target DNA mass

Predicted N0
a K3/K2 CFSCF

b

(ng/FU)
K1/K2 CFSCF

b

(ng/FU)

4.17 · 107 160 151
4.17 · 106 173 159
4.17 · 105 170 182
4.17 · 104 169 165
4.17 · 103 169 147
4.17 · 102 174 151
Average – CVc 169 – 3.0% 159 – 8.2%
CFCt

d 164 – 14.7% 177 – 19.0%
Overall average – CV 167 – 4.6%

aPredicted number of target molecules based upon dilution of DNA standard
quantified via A260.
bSCF-based calibration factor (MP/F0).
cAverage – coefficient of variation.
dThreshold-based calibration factor (Mt/Ft). See text for additional details.

Table 3. Effectiveness of a common quantitative scale for SCF and Ct determinations

Predicted N0
a K3/K2 K1/K2

Ct
b (% of predicted) SCFc (% of predicted) Ct

b (% of predicted) SCFc (% of predicted)

4.17 · 107 106.4 104.4 101.2 110.3
4.17 · 106 101.5 96.4 96.7 105.4
4.17 · 105 98.3 98.4 90.9 91.7
4.17 · 104 94.0 98.8 78.2 101.6
4.17 · 103 105.1 99.1 105.1 114.1
4.17 · 102 105.4 96.0 99.1 110.6
Average – SDd 101.8% – 4.8 98.9% – 3.0 95.0% –9.5 105.6% –8.1

aPredicted number of target molecules based upon dilution of DNA standard quantified via A260.
bAverage Ct (n = 20) converted to the number of target molecules (N0) using the average CF from Table 2 (Supplementary Datasets 1 and 2).
cF0 values from Table 1 converted into the number of target molecules (N0) using the average CF from Table 2 (Equations 3 and 4).
dStandard deviation (average = 6.4%).
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Relating exponential and sigmoidal models

Quantification under the threshold method is based upon the
exponential equation:

N0 =
Nt

E + 1ð ÞCt
, 9

where Nt is the number of amplicon molecules at threshold and
N0 is the target quantity in molecules. A derivative of this
equation describes the linear relationship between the log of
target quantity and Ct which is the basis for standard curve
construction (18):

Log N0ð Þ = �Log E + 1ð ÞCt + Log Ntð Þ: 10

Analogy of Ct with C1/2, can be demonstrated by plotting
Log(N0) against C1/2, which also produces a line (Figure 3)
such that:

Log N0ð Þ = �Log E0 + 1ð ÞC1=2 + Log Nmaxð Þ, 11

in which:

E0 = 10�Slope � 1 12

and

Nmax = 10Intercept 13

This provides mathematical support for the analogy of
the initial amplification efficiency (E0) as is defined by
Equation 8, to the slope-derived efficiency (ES) as defined
by a Ct-based standard curve (18). Indeed, this contention
is borne out by the close correlation observed between
E0 and ES values derived for each amplicon (Table 4;
Supplementary Datasets 1 and 2).

Analogy with a Ct-based quantification can be
extended further by substituting Nmax for Nt in Equation 9,
and converting amplicon number to reaction fluorescence:

Fmax = F0 E0 + 1ð ÞC1=2 14

from which two potentially useful derivatives can be obtained:

C1=2 = Log E0+1ð Þ
Fmax

F0

� �
15

and

E0 = 10½log Fmax=F0ð Þ�=C1=2 � 1: 16

Of practical significance is that Equation 16 provides an al-
ternative method for calculating initial amplification effici-
ency when a quantified DNA standard is amplified, which
can provide confirmation of E0 values generated by Equation
8 (Supplementary Datasets 1 and 2).

DISCUSSION

Real-time PCR is well suited for high-throughput quantifica-
tion of nucleic acids that could greatly benefit a variety of
applications in medical diagnostics and genomics research, to
name only two prominent fields. Large-capacity microtiter
plates, combined with software automation of data collection
and processing, provide the fundamental capabilities required
for high-volume analysis. Nevertheless, high-throughput
quantification is still technically difficult to achieve, primarily
due to deficiencies of the threshold-based methodologies that
have prevailed since the introduction of real-time PCR (1).

Most of these limitations center on the requirement for a
reliable estimation of amplification efficiency that is generally
acquired through construction of a standard curve, a process
that is repeated for each target sequence. The technical chal-
lenges are not only exacerbated by difficulties of preparing
quantified standards for each target, but also by the necessary
assumption that the amplification efficiency of samples is
identical, or at least similar, to that predicted by the standard
curve. Such an assumption has been reported to be patently
invalid for many cases in which amplification efficiency of
samples has been determined (21,22). Not only can small
differences in amplification efficiency produce large quanti-
tative errors, the frequency and magnitude of these errors are
virtually impossible to ascertain using a threshold approach.

Figure 3. Linear relationship between Log(N0) and C1/2. Analogous to Ct-based
standard curves used for absolute quantification under the threshold method,
plotting C1/2 against the log of target quantity produces a line, whose slope is
related to the initial amplification efficiency and the intercept related to the
quantity of amplicon at Fmax.

Table 4. Initial versus slope-derived estimates of amplification efficiency

Predicted N0
a K3/K2 E0

b (%) K1/K2 E0
b (%)

4.17 · 107 90.5 89.2
4.17 · 106 90.2 89.2
4.17 · 105 90.8 90.1
4.17 · 104 90.3 88.2
4.17 · 103 90.2 89.4
4.17 · 102 90.4 89.2
Average (%) – SD (%)c 90.4 – 0.2 89.2 – 0.6
C1/2�ES

d 89.8 91.0
Ct�ES

e 89.8 – 2.1 90.0 – 2.2

aPredicted number of target molecules based upon dilution of DNA standard
quantified via A260.
bInitial amplification efficiency (Equation 8).
cAverage – SD.
dSlope-derived estimate of amplification efficiency obtained from Figure 3.
eSlope-derived estimate of amplification efficiency obtained from Ct-based
standard curves (18). See text for additional details.
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The study described here extends the pioneering work of
Liu and Saint (17), demonstrating that SCF can circumvent
many of these deficiencies. The outstanding capabilities of
SCF center on mathematic modeling of individual amplifica-
tions, which requires no prior assumptions other than depend-
ency on the optical precision of the instrumentation. From this
work, three aspects of practical significance are evident: quan-
tification without prior knowledge of amplification efficiency,
assessment of amplification efficacy and establishment of
quantitative scale.

The effectiveness of SCF-based quantification is funda-
mentally linked to curve-fitting of experimental data, such
that variations unique to each amplification reaction are incor-
porated into the analysis. Thus, instead of deriving a single
quantitative entity, as is the case for threshold methodologies,
SCF generates values for three kinetic parameters from which
target quantity is calculated. Although lacking scale, the
resulting target quantity could be directly used for relative
quantification (16,23,24), with the advantage that determina-
tion of amplification efficiency is unnecessary.

This is not to say that amplification efficiency is unimpor-
tant, nor is it necessarily difficult to determine via SCF;
indeed, amplification efficiency and target quantity are simply
different expressions of the same kinetics parameters. Conse-
quently, SCF allows the routine evaluation of amplification
efficacy within individual reactions via monitoring of the
initial amplification efficiency. In addition to identification
of aberrant reaction preparation, this could allow detection
of enzymatic inhibitors within the sample. Although effective
quality control is clearly desirable for high-throughput appli-
cations in research, it is of even greater importance to bio-
medical diagnostics where reliability of analysis is paramount.
It is equally evident that accuracy-of-scale is critical to many
diagnostic applications, particularly for those involving patho-
genesis and residual disease (5).

Of the many issues encompassing quantitative real-time
PCR, provision of quantitative scale has some of the most
profound implications, and yet it is one of the least understood.
The simplicity of concept provided by standard curves
employed under the threshold approach has likely contributed
to the general oversight that quantitative scale is directly
linked to amplicon fluorescence through its relationship to
DNA mass. Based upon this principle, it was previously pro-
posed that a common quantitative scale could be established
for Ct-based analyses via determination of amplicon mass at
threshold (18), a concept that was utilized further in this study.
The relationship of quantitative scale to amplicon fluorescence
is more evident under SCF in that target quantification is
derived in fluorescence units. Determination of target copy
number thus simply requires a calibration factor that relates
fluorescence to DNA mass. It is the method for establishing
this calibration factor, and the general effectiveness of apply-
ing a single calibration factor to multiple amplicons, that have
major implications for the accuracy and reliability that can be
achieved.

In this regard, it is important to note that optical calibration
determines the absolute accuracy or ‘exactness’ of quantitative
scale, whereas the curve-fitting process determines the preci-
sion of the assay (25). Although subtle, this is an important
distinction in that acquisition of quantitative scale may be
linked to PCR amplification (and thus susceptible to the factors

impacting the precision of PCR quantification), but not neces-
sarily so. Alternative methods for optical calibration can be
envisaged that are independent of PCR, similar, for example,
to the standard curves generated for DNA quantification using
a dedicated fluorometer.

Equally significant is that once a calibration factor is estab-
lished, it can provide a common quantitative scale for any
target sequence, if it is assumed that the base pair composition
and amplicon size do not significantly impact the fluorescence
characteristics of SYBR1 Green I. Under such an approach,
the need for preparing a quantified DNA standard for each
individual target sequence would be circumvented, and would
allow large numbers of different targets to be quantified simul-
taneously, based upon a single, pre-established quantitative
scale. Ultimately, it may be possible to introduce a ‘gold
standard’ for the establishment of quantitative scale, which
would further increase the utility and accuracy of quantitative
real-time PCR.

In conclusion, SCF provides many of the fundamental
capabilities required for fully automated high-throughput
quantification that are lacking under currently employed meth-
odologies. These include routine assessment of amplification
efficacy within individual amplification reactions and elimina-
tion of PCR-generated standards curves, which when com-
bined with provision of quantitative scale via optical
calibration could allow reliable high-throughput quantification
with minimal intervention. Based upon redefining the math-
ematics of PCR, sigmoidal modeling also elaborates more
clearly on the theoretical aspects of PCR amplification upon
which to base further investigations into the factors impacting
amplification kinetics, and to more effectively expand the
application of quantitative real-time PCR.

SUPPLEMENTARY MATERIAL

Supplementary Material is available at NAR Online. Supple-
mentary Dataset 1: K1/K2 amplicon Excel workbook contain-
ing the fluorescence reading, SCF analysis and data summaries
of the K1/K2 amplifications. Supplementary Dataset 2: K3/K2
amplicon Excel workbook containing the fluorescence
reading, SCF analysis and data summaries of the K3/K2
amplifications.
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